PART ONE

General Principles

CHAPTER I

Nature of the Linguistic Sign

§1. Sign, signification, signal

For some people a language, reduced to its essentials, is a nomenclature: a list of terms corresponding to a list of things. For example, Latin would be represented as:

\[
\begin{align*}
\text{ARBOR} & \quad \text{tree} \\
\text{EQUOS} & \quad \text{horses} \\
\text{etc.} & \quad \text{etc.}
\end{align*}
\]

This conception is open to a number of objections. It assumes that ideas already exist independently of words (see below, p. [155]). It does not clarify whether the name is a vocal or a psychological entity, for
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ARBOR might stand for either. Furthermore, it leads one to assume that the link between a name and a thing is something quite unproblematic, which is far from being the case. None the less, this naive view contains one element of truth, which is that linguistic units are dual in nature, comprising two elements.

As has already been noted (p. 28) in connexion with the speech circuit, the two elements involved in the linguistic sign are both psychological and are connected in the brain by an associative link. This is a point of major importance.

A linguistic sign is not a link between a thing and a name, but between a concept and a sound pattern. The sound pattern is not actually a sound; for a sound is something physical. A sound pattern is the hearer's psychological impression of a sound, as given to him by the evidence of his senses. This sound pattern may be called a 'material' element only in that it is the representation of our sensory impressions. The sound pattern may thus be distinguished from the other element associated with it in a linguistic sign. This other element is generally of a more abstract kind: the concept.

The psychological nature of our sound patterns becomes clear when we consider our own linguistic activity. Without moving either lips or tongue, we can talk to ourselves or recite silently a piece of verse. We grasp the words of a language as sound patterns. That is why it is best to avoid referring to them as composed of 'speech sounds'. Such a term, implying the activity of the vocal apparatus, is appropriate to the spoken word, to the actualisation of the sound pattern in discourse. Speaking of the sounds and syllables of a word need not give rise to any misunderstanding, provided one always bears in mind that this refers to the sound pattern.

The linguistic sign is, then, a two-sided psychological entity, which may be represented by the following diagram (top of p. 67).

These two elements are intimately linked and each triggers the other. Whether we are seeking the meaning of the Latin word arbor or the word by which Latin designates the concept 'tree', it is clear that only the connexions institutionalised in the language appear to us as relevant. Any other connexions there may be are set on one side.

This definition raises an important question of terminology. In our terminology a sign is the combination of a concept and a sound pattern. But in current usage the term sign generally refers to the sound pattern alone, e.g. the word form arbor. It is forgotten that if arbor is called a sign, it is only because it carries with it the concept 'tree', so that the sensory part of the term implies reference to the whole.

The ambiguity would be removed if the three notions in question were designated by terms which are related but contrast. We propose to keep the term sign to designate the whole, but to replace concept and sound pattern respectively by signification and signal. The latter terms have the advantage of indicating the distinction which separates each from the other and both from the whole of which they are part. We retain the term sign, because current usage suggests no alternative by which it might be replaced.

The linguistic sign thus defined has two fundamental characteristics. In specifying them, we shall lay down the principles governing all studies in this domain.

§2. First principle: the sign is arbitrary

The link between signal and signification is arbitrary. Since we are treating a sign as the combination in which a signal is associated with a signification, we can express this more simply as: the linguistic sign is arbitrary.

There is no internal connexion, for example, between the idea 'sister' and the French sequence of sounds s-s-r which acts as its signal. The same idea might as well be represented by any other sequence of
sounds. This is demonstrated by differences between languages, and even by the existence of different languages. The signification ‘ox’ has as its signal b-o-f on one side of the frontier, but o-r-s (Ochs) on the other side.

No one disputes the fact that linguistic signs are arbitrary. But it is often easier to discover a truth than to assign it to its correct place. The principle stated above is the organising principle for the whole of linguistics, considered as a science of language structure. The consequences which flow from this principle are innumerable. It is true that they do not all appear at first sight equally evident. One discovers them after many circuitous deviations, and so realises the fundamental importance of the principle.

It may be noted in passing that when semiotics is established one of the questions that must be asked is whether modes of expression which rely upon signs that are entirely natural (mime, for example) fall within the province of semiotics. If they do, the main object of study in semiotics will none the less be the class of systems based upon the arbitrary nature of the sign. For any means of expression accepted in a society rests in principle upon a collective habit, or on convention, which comes to the same thing. Signs of politeness, for instance, although often endowed with a certain natural expressiveness (prostrating oneself nine times on the ground is the way to greet an emperor in China) are none the less fixed by rule. It is this rule which renders them obligatory, not their intrinsic value. We may therefore say that signs which are entirely arbitrary convey better than others the ideal semiological process. That is why the most complex and the most widespread of all systems of expression, which is the one we find in human languages, is also the most characteristic of all. In this sense, linguistics serves as a model for the whole of semiotics, even though languages represent only one type of semiological system.

The word symbol is sometimes used to designate the linguistic sign, or more exactly that part of the linguistic sign which we are calling the signal. This use of the word symbol is awkward, for reasons connected with our first principle. For it is characteristic of symbols that they are never entirely arbitrary. They are not empty configurations. They show at least a vestige of natural connexion between the signal and its signification. For instance, our symbol of justice, the scales, could hardly be replaced by a chariot.

The word arbitrary also calls for comment. It must not be taken to imply that a signal depends on the free choice of the speaker. (We shall see later than the individual has no power to alter a sign in any respect once it has become established in a linguistic community.) The term implies simply that the signal is unmotivated: that is to say arbitrary in relation to its signification, with which it has no natural connexion in reality.

In conclusion, two objections may be mentioned which might be brought against the principle that linguistic signs are arbitrary.

1. Onomatopoeic words might be held to show that a choice of signal is not always arbitrary. But such words are never original elements of a linguistic system. Moreover, they are far fewer than is generally believed. French words like foudre (‘thunder’) or glas (‘knell’) may strike the ear as having a certain suggestive sonority. But to see that this is in no way intrinsic to the words themselves, it suffices to look at their Latin origins. Foudre comes from Latin factus (‘beech tree’) and glas from Latin classicum (‘trumpet call’). The suggestive quality of the modern pronunciation of these words is a fortuitous result of phonetic evolution.

As for genuine onomatopoeia (e.g. French glou-glou (‘gurgle’), tic-tac (‘ticking of a clock’)), not only is it rare but its use is already to a certain extent arbitrary. For onomatopoeia is only the approximate imitation, already partly conventionalised, of certain sounds. This is evident if we compare a French dog’s ouaoua and a German dog’s uauau. In any case, once introduced into the language, onomatopoeic words are subjected to the same phonetic and morphological evolution as other words. The French word pigeon (‘pigeon’) comes from Vulgar Latin Pipio, itself of onomatopoeic origin, which clearly proves that onomatopoeic words themselves may lose their original character and take on that of the linguistic sign in general, which is unmotivated.

2. Similar considerations apply to exclamations. These are not unlike onomatopoeic words, and they do not undermine the validity of our thesis. People are tempted to regard exclamations as spontaneous expressions called forth, as it were, by nature. But in most cases it is difficult to accept that there is a necessary link between the exclamatory signal and its signification. Again, it suffices to compare two languages in this respect to see how much exclamations vary. For example, the French exclamation aie! corresponds to the German au! Moreover, it is known that many exclamations were originally meaningful words (e.g. diable! ‘devil’, mordieu! ‘God’s death’).

In short, onomatopoeic and exclamatory words are rather marginal phenomena, and their symbolic origin is to some extent disputable.

§3. Second principle: linear character of the signal

The linguistic signal, being auditory in nature, has a temporal aspect, and hence certain temporal characteristics: (a) it occupies a certain
temporal space, and (b) this space is measured in just one dimension: it is a line.

This principle is obvious, but it seems never to be stated, doubtless because it is considered too elementary. However, it is a fundamental principle and its consequences are incalculable. Its importance equals that of the first law. The whole mechanism of linguistic structure depends upon it (cf. p. [170]). Unlike visual signals (e.g. ships’ flags) which can exploit more than one dimension simultaneously, auditory signals have available to them only the linearity of time. The elements of such signals are presented one after another: they form a chain. This feature appears immediately when they are represented in writing, and a spatial line of graphic signs is substituted for a succession of sounds in time.

In certain cases, this may not be easy to appreciate. For example, if I stress a certain syllable, it may seem that I am presenting a number of significant features simultaneously. But that is an illusion. The syllable and its accentuation constitute a single act of phonation. There is no duality within this act, although there are various contrasts with what precedes and follows (cf. p. [180]).

CHAPTER II

Invariability and Variability of the Sign

§1. Invariability

The signal, in relation to the idea it represents, may seem to be freely chosen. However, from the point of view of the linguistic community, the signal is imposed rather than freely chosen. Speakers are not consulted about its choice. Once the language has selected a signal, it cannot be freely replaced by any other. There appears to be something rather contradictory about this. It is a kind of linguistic Hobson’s choice. What can be chosen is already determined in advance. No individual is able, even if he wished, to modify in any way a choice already established in the language. Nor can the linguistic community exercise its authority to change even a single word.¹ The community, as much as the individual, is bound to its language.

A language cannot therefore be treated simply as a form of contract, and the linguistic sign is a particularly interesting phenomenon to study for this reason. For if we wish to demonstrate that the rules a community accepts are imposed on it, and not freely agreed to, it is a language which offers the most striking proof.

Let us now examine how the linguistic sign eludes the control of our will. We shall then be able to see the important consequences which follow from this fact.

At any given period, however far back in time we go, a language is always an inheritance from the past. The initial assignment of names

¹ This is not a denial of the possibility of linguistic legislation, nor even of its potential effectiveness. What Saussure denies is that the collective ratification required is a matter for collective decision. It may be illegal for trade purposes to call Spanish sparkling wine ‘champagne’: but that will be merely one external factor bearing on speech (parole), which may or may not ultimately affect the word champagne as a linguistic sign. (Translator’s note)
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But even then there is something missing. The language thus represented is a viable system, but not a living one. It is a social reality, but not a historical fact.

3. Since the linguistic sign is arbitrary, a language as so far defined would appear to be an adaptable system, which can be organised in any way one likes, and is based solely upon a principle of rationality. Its social nature, as such, is not incompatible with this view. Social psychology, doubtless, must operate on more than a purely logical basis: account must be taken of everything which might affect the operation of reason in practical relations between one individual and another. But that is not the objection to regarding a language as a mere convention, which can be modified to suit the interests of those involved. There is something else. We must consider what is brought about by the passage of time, as well as what is brought about by the forces of social integration. Without taking into account the contribution of time, our grasp of linguistic reality remains incomplete.

If a language were considered in a chronological perspective, but ignoring the social dimension (as in the case of a hypothetical individual living in isolation for hundreds of years), there might perhaps be no change to observe. Time would leave no mark upon the language. On the other hand, if one looked at the community of speakers without taking the passage of time into account, one would not see the effect of social forces acting upon the language. In order to come to terms with reality, therefore, one must supplement our first diagram by some indication of the passage of time:

![Diagram of language and community](image)

When this is taken into account, the language is no longer free from constraints, because the passage of time allows social forces to be brought to bear upon it. One is left with a principle of continuity which precludes freedom of choice. At the same time, continuity necessarily implies change. Relations will alter in some respect or other.

CHAPTER III

Static Linguistics and Evolutionary Linguistics

§1. Internal duality of all sciences concerned with values

Very few linguists realise that the need to take account of the passage of time gives rise to special problems in linguistics and forces us to choose between two radically different approaches.

Most other sciences are not faced with this crucial choice. For them, what happens with the passage of time is of no particular significance. In astronomy, it is observed that in the course of time heavenly bodies undergo considerable changes. But astronomy has not on that account been obliged to split into two separate disciplines. Geology is constantly concerned with the reconstruction of chronological sequences. But when it concentrates on examining fixed states of the earth's crust, that is not considered to be a quite separate object of study. There is a descriptive science of law and a history of law: but no one contrasts the one with the other. The political history of nations is intrinsically concerned with successions of events in time. None the less, when a historian describes the society of a particular period, one does not feel that this ceases to be history. The science of political institutions, on the other hand, is essentially descriptive: but occasionally it may deal with historical questions, and that in no way compromises its unity as a science.

Economics, by contrast, is a science which is forced to recognise this duality. Unlike the preceding cases, the study of political economy and of economic history constitute two clearly distinguishable disciplines belonging to one and the same science. Recent work in this field emphasises this distinction. Although it may not be fully realised, the distinction is required by an inner necessity of the subject. It is a necessity entirely analogous to that which obliges us to divide linguistics into two parts, each based upon a principle of its own. The
reason is that, as in the study of political economy, one is dealing with the notion of value. In both cases, we have a system of equivalence between things belonging to different orders. In one case, work and wages; in the other case, signification and signal.

It is certain that all sciences would benefit from identifying more carefully the axes along which the things they are concerned with may be situated. In all cases, distinctions should be drawn on the following basis.

1. Axis of simultaneity (AB). This axis concerns relations between things which coexist, relations from which the passage of time is entirely excluded.

2. Axis of succession (CD). Along this axis one may consider only one thing at a time. But here we find all the things situated along the first axis, together with the changes they undergo.

For sciences which involve the study of values, this distinction becomes a practical necessity, and in certain cases is an absolute necessity. In this domain, it is impossible for scholars to organise their research in any rigorous fashion without taking account of these two axes. They are obliged to distinguish between the system of values considered in itself, and these same values considered over a period of time.

It is in linguistics that this distinction is least dispensable. For a language is a system of pure values, determined by nothing else apart from the temporary state of its constituent elements. Insofar as a value, in one of its aspects, is founded upon natural connexions between things (as, for example, in economics the value of a piece of land depends on the income derivable from it), it is possible up to a point to trace this value through time, bearing in mind that it depends at any one time upon the relevant system of contemporary values. However, its connexion with things inevitably supplies it with a natural basis, and hence any assessment of it is never entirely arbitrary. There are limits upon the range of variability. But, as we have already seen, in linguistics these natural connexions have no place.

It should be added that the more complex and rigorously organised a system of values is, the more essential it becomes, on account of this very complexity, to study it separately in terms of the two axes. Of no system is this as true as it is of a language. Nowhere else do we find comparable precision of values, or such a large number and diversity of terms involved, or such a strict mutual dependence between them. The multiplicity of signs, which we have already invoked to explain linguistic continuity, precludes absolutely any attempt to study simultaneously relations in time and relations within the system.

That is why we must distinguish two branches of linguistics. What should they be called? The terms available are not all equally appropriate to indicate the distinction in question. 'History' and 'historical linguistics' cannot be used, for the ideas associated with them are too vague. Just as political history includes the description of periods as well as the narration of events, it might be supposed by describing a sequence of states of a language one was studying the language along the temporal axis. But in order to do that, it would be necessary to consider separately the factors of transition involved in passing from one linguistic state to the next. The terms evolution and evolutionary linguistics are more exact, and we shall make frequent use of these terms. By contrast, one may speak of the science of linguistic states, or static linguistics.

But in order to mark this contrast more effectively, and the intersection of two orders of phenomena relating to the same object of study, we shall speak for preference of synchronic linguistics and diachronic linguistics. Everything is synchronic which relates to the static aspect of our science, and diachronic everything which concerns evolution. Likewise synchrony and diachrony will designate respectively a linguistic state and a phase of evolution.

§2. Internal duality and the history of linguistics

The first thing which strikes one on studying linguistic facts is that the language user is unaware of their succession in time: he is dealing with a state. Hence the linguist who wishes to understand this state must rule out of consideration everything which brought that state about, and pay no attention to diachrony. Only by suppressing the past can he enter into the state of mind of the language user. The intervention of history can only distort his judgment. It would be
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It is absurd to try to draw a panorama of the Alps as seen from a number of peaks in the Jura simultaneously. A panorama must be taken from just one point. The same is true of a language. One cannot describe it or establish its norms of usage except by taking up a position in relation to a given state. When the linguist follows the evolution of the language, he is like the observer moving from one end of the Jura to the other in order to record changes in perspective.

Since its beginnings, it would be true to say that modern linguistics has been entirely taken up with diachronic study. The comparative grammar of the Indo-European languages uses the facts it has available in order to reconstruct hypothetically an earlier type of language. Comparison is only a means for resurrecting the past. The method is the same in the study of particular linguistic sub-groups (the Romance languages, Germanic languages, etc.). Linguistic states are considered only in fragments and very imperfectly. This was the approach inaugurated by Bopp, and the conception of a language it offers is hybrid and uncertain.

But what was the method followed by those who studied languages before the foundation of linguistics? How did the traditional 'grammarians' proceed? It is a curious fact that on this particular point their approach was quite flawless. Their writings show us clearly that they worked within the framework of linguistic states. Their programme was a strictly synchronic one. The grammar of Port Royal, for instance, attempts to describe the state of the French language under Louis XIV and to set out the relevant system of values. For this purpose, it has no need to make reference to the French of the Middle Ages; it keeps strictly to the horizontal axis (cf. p. 115) and never departs from it. Its method is thus perfectly correct. That is not to say, however, that the application of the method is perfect. Traditional grammar pays no attention to whole areas of linguistic structure, such as word formation. It is normative grammar, concerned with laying down rules instead of observing facts. It makes no attempt at syntheses. Often, it even fails to distinguish between the written word and the spoken word. And so on.

Traditional grammar has been criticised for not being scientific. None the less, its basis is less objectionable and its object of study better defined than is the case for the kind of linguistics inaugurated by Bopp. The latter attempts to cover an inadequately defined area, never knowing exactly where it is going. It has a foot in each camp, having failed to distinguish clearly between states and sequences.

Having paid too much attention to history, linguistics will go back now to the static viewpoint of traditional grammar, but in a new spirit and with different methods. The historical approach will have contributed to this rejuvenation. It will have been instrumental in facilitating a better grasp of linguistic states. The old grammar saw no
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further than synchronic facts. Linguistics has made us aware of a different order of phenomena. But that is not enough. The opposition between these two orders must be grasped in order to draw out all the consequences which it implies.

§3. Examples of internal duality

The contrast between the two points of view - synchronic and diachronic - is absolute and admits no compromise. A few examples will illustrate what this difference consists in, and why it is irreducible.

The Latin word crispus ('wavy, curly') supplied French with a stem crêp-, on which are based the verbs crépir ('to rough-render') and décrépir ('to strip the plaster from'). Then French at a certain stage borrowed from Latin the word décérpitus ('worn by age'). This became in French décérpit, and its etymology was forgotten. Nowadays, it is certain that most speakers connect un mur décérpir ('a dilapidated wall') and un homme décérpir ('a decrepit man'), although historically the two words have nothing to do with each other. People often speak of the façade décérpite ('dilapidated façade') of a house. That is a static fact, because it involves a relationship between two terms coexisting in the language. But in order to bring it about, certain evolutionary changes had to coincide. The original crisp- had to have been pronounced crêp-, and at the right moment a new word had to be borrowed from Latin. These diachronic facts, it is clear, have no connexion with the static fact which they brought about. They are of quite a different order.

Another example with quite general implications is the following. In Old High German, the plural of gast ('guest') was originally gasti, the plural of hanti (hand) was hanti, and so on. Subsequently, this -i produced an umlaut; that is to say, it had an effect upon the vowel of the preceding syllable, changing a into e. So gasti became gesti, and hanti became henti. Then this -i weakened, giving geste, etc. Today as a result we have Gast with a plural Gäste, Hand with a plural Hände, and so on for a whole class of words. Something similar happened in Anglo-Saxon, where originally fōt ('foot') had a plural *fōti, top ('tooth') had a plural *topi, gōs ('goose') had a plural gōsi, etc. A first phonetic change gave rise to an umlaut, so that *fōti became *fōti; and then as the result of a second phonetic change, the fall of the final i, *fōti became fēti. Thus fōt then had a plural fōtī, topī a plural topī, gōs a plural gōsī (Modern English foot : feet, tooth : teeth, goose : geese).

Previously, at the stage gast : gasti, fōt : fōti, the plural had been marked simply by adding an -i. But Gast : Gäste and fōt : fōti show a new way of marking the plural. The mechanism is not the same in
the two cases, since in Old English there is simply a contrast of vowels, whereas in German there is in addition the presence or absence of a final -e. But this difference does not affect the example.

The relation between singular and plural at any given time, irrespective of the actual forms, can be represented along a horizontal axis:

- Period A
- Period B

The developments, whatever they may have been, which gave rise to changes in the forms, can be represented along a vertical axis. So we have a complete figure as follows:

- Period A
- Period B

This type of case suggests a number of observations which are very relevant to the present discussion.

1. The diachronic developments are in no way directed towards providing a new sign to mark a given value. The fact that *gasti changed to *gesti and then to gesti (Gäste) has nothing to do with the plurals of nouns. In *trægt→trägt we see the same umlaut affecting the flexion of a verb. So the reason for a diachronic development lies in the development itself. The particular synchronic consequences which may ensue have nothing to do with it.

2. These diachronic events do not even tend to change the system. There was no intention to replace one system of relations by another. The change affected not the organisation as such, but merely the particular items involved.

This illustrates a principle already stated earlier: the language system as such is never directly altered. It is in itself unchangeable. Only certain elements change, but without regard to the connexions which integrate them as part of the whole. It is as if one of the planets circling the sun underwent a change of dimensions and weight: this isolated event would have general consequences for the whole solar system, and disturb its equilibrium. In order to mark pluralisation, a contrast between two terms is required: *föt vs. *föt or *föt vs. *föt are equally viable for this purpose. Substituting one for the other leaves the distinction itself untouched. It is not the system as a whole which has been changed, nor one system which has engendered a second. All that happened was the one element in the original system changed, and that sufficed to bring a new system into being.

3. Once we see this, we can better appreciate the fact that a linguistic state always has a fortuitous character. Languages are not mechanisms created and organised with a view to the concepts to be expressed, although people are mistakenly inclined to think so. On the contrary, our example shows that the state which resulted from the change was in no way destined to express the meanings it took on. A fortuitous state is given (*föt : *föt), and this is pressed into service to mark the distinction between singular and plural: but *föt vs. *föt is no better designed for that purpose than *föt vs. *föt. At each stage, spirit is breathed into the matter given, and brings it to life. This view, inspired by historical linguistics, is unknown to traditional grammar, which would never have come to it by the traditional methods. It is a view equally foreign to most philosophers of language: and yet it is of the greatest philosophical significance.

4. Are the facts belonging to the diachronic series at least of the same order as those of the synchronic series? In no way. For the changes brought about, as we have already observed, are entirely unintentional. Whereas a synchronic fact is always significant, being based always upon two coexisting terms. It is not Gäste which expresses the plural, but the opposition Gast vs. Gäste. With a diachronic fact, just the opposite is true. It involves one term only. If a new term (Gäste) is to appear, the old term (gasti) must make way for it.

Any notion of bringing together under the same discipline facts of such disparate nature would be mere fantasy. In the diachronic perspective one is dealing with phenomena which have no connexion with linguistic systems, even though the systems are affected by them.

Other examples which may be adduced to corroborate and amplify the conclusions drawn from those already cited include the following.

In French, the stress falls always on the final syllable, unless it contains a mute e (a). This is a synchronic fact, a relationship between the whole French vocabulary and stress. Where does it come from? From an antecedent linguistic state. Latin had a different and more complex system of stress, in which stress fell upon the penultimate syllable if that syllable were long, but otherwise upon the antepenultimate (e.g. amicus, anima). This rule involves factors which have no parallel at all in the case of French. None the less, it is the same stress we are dealing with, in the sense that it still falls in the same place. In a French word, the stress falls always on the same syllable which bore the stress in Latin. Thus amicus becomes French ami, and animam becomes âme. However, the Latin and French stress patterns are different because the forms of the words have changed. In French words, vowels following the stressed syllable have either disappeared or been reduced to a mute e. As a consequence of these
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changes, the position of stress in the word was no longer the same. From that point on French speakers, aware of the new situation, instinctively placed stress on the final syllable, even in the case of foreign words originally borrowed in written form (facile, consul, ticket, burgrave, etc.). It is evident that there was no intention to change the system or apply a new rule, since in a case like amicun→amī the stress remains throughout on the same syllable. But a diachronic fact intervened. The place of the stress changed without anyone moving it. A stress law, like everything else in a linguistic system, is an arrangement of elements, the fortuitous and involuntary outcome of evolution.

An even more striking example is this. In early Slavonic, slovo ('word') had an instrumental case slovens in the singular, a nominative plural slova, and a genitive plural slov. It was a declension in which each case had its own ending. But today the 'weak' vowels ą and ą, which were the Slavic representatives of Proto-Indo-European i and u, have disappeared. So in Czech, for example, we have slovo, slovem, slova, slov. Likewise žena ('woman') has an accusative singular ženu, a nominative plural ženy, and a genitive plural žen. Here we see that the genitive ending (slou, žen) is zero. So it is not even necessary to have any material sign in order to give expression to an idea: the language may be content simply to contrast something with nothing. In this particular example, we can recognize the genitive plural žen simply by the fact that it is neither ženu, nor ženy, nor any of the other forms of the declension. At first sight it seems strange that such a specific notion as that of genitive plural should have acquired the sign zero. But that is precisely what demonstrates that it is purely a matter of chance. Languages are mechanisms which go on functioning, in spite of the damage caused to them.

All this confirms the principles already formulated above, which may be summed up as follows.

A language is a system of which all the parts can and must be considered as synchronically interdependent.

Since changes are never made to the system as a whole, but only to its individual elements, they must be studied independently of the system. It is true that every change has a repercussion on the system. But initially only one point is affected. The change is unrelated to the internal consequences which may follow for the system as a whole. This difference in nature between chronological succession and simultaneous coexistence, between facts affecting parts and facts affecting the whole, makes it impossible to include both as subject matter of one and the same science.
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§4. Difference between the two orders illustrated by comparisons

In order to clarify at the same time the autonomy and interdependence of the synchronic and diachronic approaches, it is useful to compare synchrony to the projection of a three-dimensional object on a two-dimensional plan. Any projection depends directly upon the object projected, but none the less differs from it. The projection is something apart. Otherwise there would be no need for a whole science of projection: it would be enough to consider the objects themselves. In linguistics, we find the same relation between historical reality and a linguistic state. The latter is a projection of the former at one given moment. Studying objects, that is to say diachronic events, will give us no insight into synchronic states, any more than we can hope to understand geometrical projections simply by studying, however thoroughly, different kinds of object.

If we cut crosswise through the stem of a plant, we can observe a rather complex pattern on the surface revealed by the cut. What we are looking at is a section of the plant's longitudinal fibres. These fibres will be revealed if we now make a second cut perpendicular to the first. Again in this example, one perspective depends on the other. The longitudinal section shows us the fibres themselves which make up the plant, while the transversal section shows us their arrangement on one particular level. But the transversal section is distinct from the longitudinal section, for it shows us certain relations between the fibres which are not apparent at all from any longitudinal section.

But of all the comparisons one might think of, the most revealing is the likeness between what happens in a language and what happens in a game of chess. In both cases, we are dealing with a system of values and with modifications of the system. A game of chess is like an artificial form of what languages present in a natural form.
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fortuitously. The umlaut of Hände for hant, of Gäste for gasti (cf. p. [120]) produced a new plural formation, but also produced at the same time a verb form like trägt for trägt, etc. If the game of chess were to be like the operations of a language in every respect, we would have to imagine a player who was either unaware of what he was doing or unintelligent. This sole difference, moreover, makes the comparison even more instructive, by showing the absolute necessity for distinguishing in linguistics between the two orders of phenomena. For if diachronic facts cannot be reduced to the synchronic system they affect, even when a change of this kind is made deliberately, this will be the case even less when blind forces of change disturb the organisation of a system of signs.

§5. Synchronic and diachronic linguistics: their methods and principles contrasted

Diachronic and synchronic studies contrast in every way.

For example, to begin with the most obvious fact, they are not of equal importance. It is clear that the synchronic point of view takes precedence over the diachronic, since for the community of language users that is the one and only reality (cf. p. [117]). The same is true for the linguist. If he takes a diachronic point of view, he is no longer examining the language, but a series of events which modify it. It is often claimed that there is nothing more important than knowing how a given state originated. In a certain sense, that is true. The conditions which gave rise to the state throw light upon its true nature and prevent us from entertaining certain misconceptions (cf. p. [121] ff.). But what that proves is that diachrony has no end in itself. One might say, as has been said of journalism as a career, that it leads nowhere until you leave it behind.

Their methods are also different in two respects:

(a) Synchrony has only one perspective, that of the language users; and its whole method consists of collecting evidence from them. In order to determine to what extent something is a reality, it is necessary and also sufficient to find out to what extent it exists as far as the language users are concerned. Diachronic linguistics, however, needs to distinguish two perspectives. One will be prospective, following the course of time, and the other retrospective, going in the opposite direction. It follows that two diachronic methods are required, and these will be discussed later in Part V.

(b) A second difference derives from the different areas covered by the two disciplines. The object of synchronic study does not comprise everything which is simultaneous, but only the set of facts correspond-
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Let us examine the case more closely.

In the first place, a state of the board in chess corresponds exactly to a state of the language. The value of the chess pieces depends on their position upon the chess board, just as in the language each term has its value through its contrast with all the other terms.

Secondly, the system is only ever a temporary one. It varies from one position to the next. It is true that the values also depend ultimately upon one invariable set of conventions, the rules of the game, which exist before the beginning of the game and remain in force after each move. These rules, fixed once and for all, also exist in the linguistic case; they are the unchanging principles of semiology.

Finally, in order to pass from one stable position to another or, in our terminology, from one synchronic state to another, moving one piece is all that is needed. There is no general upheaval. That is the counterpart of the diachronic fact and all its characteristic features.

For in the case of chess:

(a) One piece only is moved at a time. Similarly, linguistic changes affect isolated elements only.

(b) In spite of that, the move has a repercussion upon the whole system. It is impossible for the player to foresee exactly where its consequences will end. The changes in values which result may be, in any particular circumstance, negligible, or very serious, or of moderate importance. One move may be a turning point in the whole game, and have consequences even for the pieces which are not for the moment involved. As we have just seen, it is exactly the same where a language is concerned.

(c) Moving a piece is something entirely different from the preceding state of the board and also from the state of the board which results. The change which has taken place belongs to neither. The states alone are important.

In a game of chess, any given state of the board is totally independent of any previous state of the board. It does not matter at all whether the state in question has been reached by one sequence of moves or another sequence. Anyone who has followed the whole game has not the least advantage over a passer-by who happens to look at the game at that particular moment. In order to describe the position on the board, it is quite useless to refer to what happened ten seconds ago. All this applies equally to a language, and confirms the radical distinction between diachronic and synchronic. Speech operates only upon a given linguistic state, and the changes which supervene between one state and another have no place in either.

There is only one respect in which the comparison is defective. In chess, the player intends to make his moves and to have some effect upon the system. In a language, on the contrary, there is no premeditation. Its pieces are moved, or rather modified, spontaneously and
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ing to any particular language. In this, it will take into account where necessary a division into dialects and sub-dialects. The term *synchronic, in fact, is not sufficiently precise. *Idiosynchronic would be a better term, even though it is somewhat cumbersome. Diachronic linguistics, on the contrary, needs no such particularisation, and indeed rejects it. The items diachronic linguistics deals with do not necessarily belong to a single language. (Compare Proto-Indo-European *esti, Greek ʾēstī, German ist, French est.) It is precisely the succession of diachronic facts and their proliferation in space which gives rise to the diversity of languages. In order to justify comparing two forms, it is sufficient that there should be some historical connexion between them, however indirect.

These are not the most striking contrasts, nor the most profound. The consequences of the radical difference between facts of evolution and static facts is that all notions pertinent to the former and all notions pertinent to the latter are mutually irreducible. Any of the notions in question may be used to demonstrate this truth. No synchronic phenomenon has anything in common with any diachronic phenomenon (cf. p. [122]). One is a relationship between simultaneous elements, and the other a substitution of one element for another in time, that is to say an event. We shall also see (p. [150]) that diachronic identities and synchronic identities are two very different things. Historically, the French negative particle pas is the same as the noun pas (′pace′), whereas in modern French these two units are entirely separate. Realising these facts should be sufficient to bring home the necessity of not confusing the two points of view. But nowhere is this necessity more evident than in the distinction we are about to draw.

§6. Synchronic laws and diachronic laws

There is a great deal of talk nowadays about laws in linguistics. But are linguistic facts really governed by laws? And if so, of what kind can these laws be? A language being a social institution, one might a priori think it is governed by prescriptions of the kind which regulate communities. Now any social law has two fundamental characteristics: it is imperative and it is general. It demands compliance, and it covers all cases, within certain limits of time and place, of course.

Do the laws which govern a language answer to this definition? Once again, to find out we must first distinguish between synchrony and diachrony. For the two cases are not to be confused. To speak of a ′linguistic law′ in general is like trying to lay hands on a ghost.

The following are examples from Greek, in which ′laws′ of a synchronic and diachronic nature have been deliberately intermingled.
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1. Proto-Indo-European voiced aspirates became voiceless aspirates, e.g. *thūmor → thūmōs (′breath of life′), *bheror → pheror (′I carry′).

2. Stress never falls on a syllable preceding the antepenultimate syllable of a word.

3. All words end either in a vowel or in -s, -n, -r; but no other consonant.

4. Initial s before a vowel became h (denoted by the ′rough breathing′ mark), e.g. *sęp̣tm (Latin septem) → septa.

5. Final -m became -n, e.g. *jugom → zugōn (cf. Latin jugum). ¹

6. Final stops fall, e.g. *gunaik → gunai, *epheront → épheron.

In the above examples, Law 1 is diachronic: it states that what had been th becomes th, etc. Law 2 states a relationship between word-unit and stress: it is a kind of contract between two coexisting terms: it is thus a synchronic law. Law 3 is the same, since it concerns the word-unit and its final sound. Laws 4, 5 and 6 are diachronic: they state, respectively, that what had been s became h, that -n replaced -m, and that -l, -r, etc. disappeared without trace.

It should also be noted that Law 3 is the result of Laws 5 and 6. Two diachronic facts created a synchronic fact.

Once the two categories of laws are distinguished, one sees that Laws 2 and 3 are not of the same nature as Laws 1, 4, 5 and 6.

Synchronic laws are general, but not imperative. It is true that a synchronic law is imposed upon speakers by the constraints of communal usage (cf. p. [107]). But we are not envisaging here an obligation relative to the language users. What we mean is that in the language there is nothing which guarantees the maintenance of regularity on any given point. A synchronic law simply expresses an existing order. It registers a state of affairs. What it states is of the same order as a statement to the effect that in a certain orchard the trees are planted in the form of a quincunx. The order a synchronic law defines is precarious, precisely because it is not imperative. Nothing could be more regular than the synchronic law governing stress in Latin (a law exactly comparable to Law 2 above). This system of stress, none the less, offered no resistance to factors of change, and eventually gave place to a new law, which we find in French (cf. p. [122] ff.). In short, when one speaks of a synchronic law, one is speaking of an arrangement, or a principle of regularity.

Diachrony, on the other hand, presupposes a dynamic factor through

¹ According to Meillet (Mem. de la Société de Linguistique, IX, p. 365 ff.) and Gauthier (La fin de mot en indo-européen, p. 158 ff.) Proto-Indo-European had only final -n and not -m. If this is accepted, law 5 becomes: ′Final -n is maintained′. Its value as an example is unchanged, since the phonetic conservation of an earlier state of affairs is not different in nature from the phonetic alteration of an earlier state of affairs. Cf. p. [200]. (Editorial note)
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which an effect is produced, a development carried out. But this imper-ative character does not justify applying the notion of law to facts of evolution. One speaks of a law only when a set of facts is governed by the same rule. In spite of appearances to the contrary, diachronic events are always accidental and particular in nature.

This is quite obvious in the case of semantic facts. For example, the French word *poutre*, meaning 'mire', took on the meaning of 'beam, rafter'. The change can be explained by reference to particular circumstances, and has no connexion with other changes that may have occurred at the same time. It is merely one accident among many recorded in the history of a language.

As regards syntactic and morphological changes, at first sight this is not so clear. At a certain period, for instance, nearly all the forms of the Old French nominative case disappeared. Is this not an example of a whole set of facts governed by the same law? No. For all these are merely multiple examples of a single isolated fact. It was the notion of a nominative case itself which was affected, and the disappearance of that case naturally involved the disappearance of a whole set of forms. For anyone who looks only at the language from the outside, the single phenomenon is obscured by the multiplicity of its manifestations. But the phenomenon itself is one in its underlying nature, and it constitutes a historical event as isolated of its kind as the semantic change of the word *poutre*. It only appears to be a law because it is actualised in a system. It is the rigorous organisation of the system which creates the illusion that the diachronic fact is subject to the same conditions as the synchronic.

Exactly the same applies to phonetic changes, even though people nowadays speak of 'phonetic laws'. It is indeed observable that at a given time in a given region, all the words which have a certain phonetic feature are subject to the same change. For example, Law 1 on p. [130] (*díasimos → Greek diámos*) applies to all Greek words with a voiced aspirate (cf. *nêbos → nêphos, *median → méthu, *ánghô → ánkhô, etc.). Law 4 (*septim → heptá*) applies to *serpô → hérpe, *sús → hús*, and all words beginning with *s*. This regularity, which has sometimes been disputed, is in our view very well established: the apparent exceptions do not diminish the ineluctability of changes of this kind, for they are to be explained either by more specialised phonetic laws (e.g. *trikhes : thríkis*, cf. p. [138]), or else by the intervention of facts of a different order (analogy, etc.). So it would appear that nothing could better fit the definition of the term law given above. And yet, however many cases confirm a phonetic

---
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law, all the facts it covers are simply manifestations of a single particular fact.

The real question is whether phonetic changes affect words or only sounds. The answer is not in doubt. In *néphos, méthu, ánkhô*, etc. it is a particular sound; a Proto-Indo-European voiced aspirate which becomes a voiceless aspirate, the initial *s* of early Greek which changes to *h*, and so on. Each of these is an isolated fact. It is independent of other events of the same order, and also independent of the words in which it occurs. All the words in question, naturally, are modified phonetically; but that must not mislead us as to the real nature of what is taking place.

On what do we base the claim that words themselves are not directly subject to phonetic change? On the simple observation that sound changes do not affect words as such, and cannot alter them essentially. The word as a unit is not made up simply of a set of sounds; it depends on other characteristics than its material nature. Imagine that one note on a piano is out of tune. Every time this note is played in the performance of a piece, there will be a false note. But where? In the melody? Surely not. Nothing has happened to the melody, only to the piano. It is exactly the same in the case of sound change. The sound system is the instrument we play in order to articulate the words of the language. If one element in the sound system changes, this may have various results; but in itself, the fact does not affect the words, for they are, so to speak, the melodies in our repertoire.

Thus diachronic facts are individual facts. The alteration of a system takes place through events which not only lie outside it (cf. p. [121]), but are isolated events and form no system among themselves.

To summarise, synchronic facts of whatever kind present a certain regularity, but they have no imperative character. Diachronic facts, on the contrary, are forced upon the language, but there is nothing general about them.

---

1 It need hardly be said that the examples cited are merely an indication. Currently, linguistics attempts — rightly — to relate as many series of changes as possible to the operation of the same initial principle. Meillet, for example, explains all changes in Greek steps as due to a gradual weakening of articulation (Mem. de la Société de Linguistique, IX, p. 163 ff.). Where such general facts are to be found it is to them, in the final analysis, that the conclusions concerning the nature of phonetic change apply. (Editorial note)

2 But elsewhere (p. [98]) it is denied that a word consists of sounds at all. If that is the case, there is no need to justify the claim that words are not subject to sound change, since it is true by definition. If, on the other hand, the signal is treated as a fixed set of sound units, corresponding to the sequence of letters in a written form (p. [32]), it is less obvious that sound change does not affect the sound pattern of a word directly. There is some inconsistency here, which Saussure’s editors cannot be said to have resolved satisfactorily. (Translator’s note)

3 The thesis that a system as such does not evolve, but is merely affected by unrelated external developments, subsequently became one of the major subjects of controversy among structuralists. (Translator’s note)
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In short, we conclude that neither synchronic nor diachronic facts are governed by laws in the sense defined above. If, none the less, one insists on speaking of linguistic laws, the term will mean something entirely different as applied to synchronic facts and to diachronic facts.

§7. Is there a panchronic point of view?

Hitherto, we have taken the term law in its legal sense. But might there perhaps be in languages laws as understood in the physical and natural sciences? In other words, relations which hold in all cases and for ever? In short, is it not possible to study languages from a panchronic point of view?

It is possible, no doubt. Since phonetic changes occur, and will always occur, one may consider that general phenomenon in itself as one of the constant features of language: hence it is a linguistic law. In linguistics as in chess (cf. p. 125) there are rules which outlast all events. But they are general principles existing independently of concrete facts. As soon as one comes down to particular, tangible facts, there is no panchronic point of view. Every phonetic change, whatever its extension may be, is limited to a certain period and a certain geographical area. There is no such change which occurs all the time and everywhere. Its existence is merely diachronic. That very fact is a criterion for judging what belongs to linguistic structure and what does not. Any concrete fact amenable to panchronal explanation could not be part of linguistic structure. Take the French word chose ('thing'). From a diachronic point of view, it is to be distinguished from Latin causa, from which it is derived. From a synchronic point of view, it is to be distinguished from all the words it might be associated with in modern French. Only the sounds of the word considered in themselves (soz) may be considered panchronically: but they are devoid of linguistic value. Even from a panchronic point of view, soz as part of a sequence like ain soz admirable (une chose admirable 'an admirable thing') is not a unit. It is just a formless mass, which lacks definition. Why pick out soz, rather than ozo or nso? There is no value, because there is no meaning. The panchronic point of view never gets to grips with specific facts of language structure.

§8. Consequences of the confusion of synchrony with diachrony

There are two cases to consider.

(a) The synchronic facts appear to conflict with the diachronic facts. Looking at the case superficially, it appears that we have to choose

...
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Speech. Speech contains the seeds of every change, each one being pioneered in the first instance by a certain number of individuals before entering into general usage. Modern German has *ich war, wir waren*, whereas at an earlier period, up to the sixteenth century, the conjugation was *ich war, wir waren* (English still has I was, we were). How did this substitution of war for was come about? A few people, on the basis of waren, created the analogical form war. This form, constantly repeated and accepted by the community, became part of the language. But not all innovations in speech meet with the same success. As long as they are confined to certain individuals, there is no need to take them into account, since our concern is solely with the language. They enter our field of observation only when they have become accepted by the community.

An evolutionary development is always preceded by a similar development, or rather many similar developments, in the sphere of speech. That in no way invalidates the distinction established previously: rather, it offers a confirmation. For in the history of any innovation one always finds two distinct phases: (1) its appearance in individual cases, and (2) its incorporation into the language in exactly the same form, but now adopted by the community.

The following table indicates a rational structure for the pursuit of linguistic studies:

<table>
<thead>
<tr>
<th>Language</th>
<th>Synchrony</th>
<th>Diachrony</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It must be conceded that the theoretically ideal form a science should take is not always the form imposed upon it by practical necessities. In linguistics, practical necessities are more demanding than in any other subject. To some extent, the confusion which at present reigns in linguistic research is due to them. Even if the distinctions drawn here were accepted once and for all, it might not be possible in practice to translate this ideal schema into a systematic programme of studies.

In the synchronic study of Old French, the linguist uses facts and principles which have nothing in common with those which would be revealed by the history of the same language from the thirteenth to the twentieth century, but are comparable to those which would emerge from the description of a modern Bantu language, or Attic

§89. Conclusions

Linguistics is thus faced with a second parting of the ways. In the first place, we find it necessary to choose between studying languages and studying speech (cf. p. 36). Now we find ourselves at the junction where one road leads to diachrony and the other to synchrony.

Once this dual principle of classification is grasped, one may add that *everything which is diachronic in languages is only so through*
Greek in 400 B.C., or French at the present day. These different synchronic investigations are concerned with similar relations: for although each language constitutes a closed system, all presuppose certain constant principles. These do not vary from one case to the next, because the facts studied belong to the same order of phenomena. In the case of historical studies, it is no different. Whether one is studying the development of French over a certain period (from the thirteenth to the twentieth century, for example), or a period in the history of Javanese, or of any other language, one is dealing with similar facts. Comparing these facts is sufficient to enable one to establish valid diachronic generalisations. The ideal programme would be for each scholar to concentrate either on synchronic or on diachronic research, and include as much as possible of the material falling within his chosen field. But it is difficult to achieve a scientific understanding of widely differing languages. Furthermore, each language in practice constitutes a single unit for purposes of study, and one is led inevitably to study it from both a static and a historical viewpoint in turn. Such units, we must none the less remember, are merely superficial in theoretical terms. On the contrary, the disparity between different languages conceals an underlying unity. In studying a language from either point of view, it is of the utmost importance to assign each fact to its appropriate sphere, and not to confuse the two methods.

The two branches of linguistics thus defined will now be considered in turn.

Synchronic linguistics will be concerned with logical and psychological connexions between coexisting items constituting a system, as perceived by the same collective consciousness.

Diachronic linguistics on the other hand will be concerned with connexions between sequences of items not perceived by the same collective consciousness, which replace one another without themselves constituting a system.

PART TWO

Synchronic Linguistics

CHAPTER I

General Observations

The aim of general synchronic linguistics is to establish the fundamental principles of any idiosyncratic system, the facts which constitute any linguistic state. Many matters already discussed in the preceding section properly belong to synchrony. The general properties of the linguistic sign may be considered an integral part of synchronic studies, although we previously examined these properties in order to demonstrate the necessity for distinguishing synchronic from diachronic linguistics.

To synchrony belongs everything called 'general grammar'; for only through linguistic states are the various relations involved in grammar established. In what follows we shall simply be concerned with certain essential principles, without which it would be impossible to tackle more specific problems connected with states, or to give any detailed explanation of a linguistic state.

Generally speaking, static linguistics is much more difficult than historical linguistics. Facts of evolution are more concrete, and stir the imagination more readily: the connexions link sequences of terms which are easily grasped. It is simple, and often entertaining even, to follow through a series of linguistic changes. But a linguistics concerned with values and coexisting terms is much harder going.

In practice, a linguistic state occupies not a point in time, but a period of time of varying length, during which the sum total of changes occurring is minimal. It may be ten years, a generation, a century, or even longer. A language may hardly change at all for a long period, only to undergo considerable changes in the next few years. Of two